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Short Paper

A Novel Approach for Vehicle Detection Using an
AND–OR-Graph-Based Multiscale Model

Ye Li, Meng Joo Er, and Dayong Shen

Abstract—In this paper, a novel approach for detecting multiscale ve-
hicles with time-varying vehicle features based on a multiscale AND–OR
graph (AOG) model is proposed. Our approach consists of two steps, i.e.,
construction of a multiscale AOG model and an inference process for
vehicle detection. The multiscale model uses global features to describe
low-scale vehicles and local features to represent high-scale vehicles. Mean-
while, multiple appearances, such as sketch, flatness, texture, and color,
are used to represent the global and local features. By virtue of the use
of both global and local features as well as multiple appearances, our
model is more suitable for describing multiscale vehicles in complex urban
traffic conditions. Based on this multiscale model, an inference process
using local features (local process) is integrated with a process using global
features (global process) to detect multiscale vehicles. To evaluate the per-
formance of our proposed method, a validation experiment, a quantitative
evaluation, and a contrasting experiment are conducted. The experimental
results show that our proposed approach can efficiently detect multiscale
vehicles. In addition, the results also demonstrate that our approach is able
to handle partial vehicle occlusion and various vehicle shapes and has great
potential for real-world applications.

Index Terms—AND–OR Graph (AOG), multiscale model, vehicle
detection.

I. INTRODUCTION

Vehicle detection plays an important role in intelligent transporta-
tion systems, and it revolves around providing vehicle information
such as vehicle count, driver assistance, and traffic flow prediction
[1]–[3]. One of the common vehicle detection methods is based on
computer vision [4]–[6]. These methods are able to detect vehicles
by extracting the vehicle features in traffic images [7]–[10]. However,
the image size, resolution, and viewing angle (the angle between the
horizontal plane and the line from a camera to a vehicle) of a vehicle
are different when the vehicle is at different vehicle–camera distances.
We call this phenomenon a multiscale problem, which has posed
a challenge for vehicle detection due to the time-varying nature of
vehicle features.
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To circumvent the multiscale problem, many methods have been
proposed [11]–[15]. In [11], a newly chosen tracking target (vehicle
motion information) is used to update target templates for detecting
multiscale vehicles. However, the vehicle motion information is found
to be not suitable for congested traffic conditions and is not used in
our proposed method. In [12] and [13], an active basis model (ABM)
to represent and detect image objects is proposed. The method uses
multiple ABMs learned at different scales to detect multiscale objects
from images. This method could also be used to detect multiscale
vehicles. However, the ABM method utilizes only single global edge
information for object detection, and its detection accuracy is degraded
in multiscale vehicle detection under complex urban traffic conditions.
In [14], a hybrid image template to model and detect image objects
is proposed, and multiple hybrid image templates at different scales
to detect multiscale objects are constructed. However, their templates
make use of only global object features and are not suitable for shape
variance and occlusion of vehicles in complex urban traffic conditions.
In our multitemplate method [15], three templates with multiple types
of features to represent vehicles with a low, medium, and high scale
are constructed to model the vehicle objects by using global vehicle
features. Unfortunately, they cannot be used for vehicle detection with
different shapes and severe occlusion. Although the aforementioned
methods can deal with multiscale vehicles, the detection accuracy
of multiscale vehicles is still not good enough for real-world
applications.

To circumvent the aforementioned multiscale problem, a novel
AND–OR graph (AOG) multiscale-model-based approach for detecting
multiscale vehicles is proposed. The AOG proposed in [16] is a
method for image object representation and detection. In an AOG,
an image object is hierarchically decomposed into multiple object
parts, and these parts are combined to detect image objects. The AOG
is expressive for image object representation, and it also adapts to
object deformation by using hierarchical and structural composition.
A normal AOG is a typical local-feature-based method, which enables
the AOG to process vehicle occlusion. However, the AOG may fail
to detect a low-scale vehicle due to the blurring of vehicle local
features. Therefore, global vehicle features are added into the AOG,
and a multiscale vehicle model is proposed. Our model contains both
global and local vehicle features and is suitable for the description
and detection of multiscale vehicles in urban traffic conditions. In
summary, the main contributions of this work are twofold. First, a
multiscale AOG employing both global and local vehicle features is
proposed. Second, a novel approach suitable for detecting multiscale
vehicle under complex traffic conditions is developed.

This paper is organized as follows: Section II describes our ap-
proach, which includes construction of a multiscale model and a vehi-
cle inference process. Section III presents a validation of the proposed
AOG model, a quantitative evaluation of the proposed approach, and
one contrasting experiment. In Section IV, conclusions are drawn, and
future works are discussed.
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Fig. 1. Examples of multiscale vehicles with various vehicle–camera
distances.

II. PROPOSED APPROACH

Our proposed approach consists of two steps, i.e., construction of a
multiscale model for vehicle representation and an inference process
for vehicle detection. In the following subsections, the two steps will
be described in detail.

A. Construction of the Multiscale Model

Our multiscale model is based on an AOG, and its construction
consists of defining the AOG’s graph structure and creating the AOG’s
probability model. The two steps are described sequentially.

An AOG’s graph structure illustrates how the objects are repre-
sented in an AOG framework. Before defining the graph structure
of our AOG, the characteristics of multiscale vehicles with various
vehicle–camera distances are analyzed. Fig. 1 shows examples of
multiscale vehicles with various vehicle–camera distances. As shown
in Fig. 1(b), when a vehicle is close to the camera, the vehicle is
considered high scale and has a large image size, a high resolution,
and a large viewing angle from the camera. For this high-scale vehicle,
its parts are clearly visible, and the local vehicle features can be used
for a description of the high-scale vehicle. Furthermore, our method
focuses on urban traffic images where vehicle occlusion is common.
It is well known that, under occlusion conditions, the local features
perform better than global features. Hence, local features are used to
describe high-scale vehicles. By local features, we mean the vehicle
window and license plate. As shown in Fig. 1(b), the window and
license plate are visible and distinct: even the license plate numbers
are very clear. Meanwhile, among different vehicles, vehicle windows
have similar shape and a flat region, whereas license plates have similar
shape and color.

When a vehicle is far away from the camera, as shown in Fig. 1(f),
the vehicle is low scale and has a small image size, a low resolution,
and a small angle from the camera. The vehicle is blurred, and most
of its details, such as the license plate and lamps, are indistinguish-
able due to the bad resolution. The low-scale vehicle degenerates
into an approximate vehicle contour with some flat image regions.
This vehicle cannot be described by local features. Therefore, global
features, including vehicle contour and flat vehicle regions, are used to
represent the low-scale vehicle. In short, the graph structure of AOG
contains global features (vehicle contour and flat regions) for a low-
scale vehicle and local features (window and license plate) for a high-
scale vehicle.

In an AOG, the graph structure contains three types of nodes,
including the AND, OR, and terminal nodes [16]. An AND node Af

e

represents a vehicle or a vehicle part with a decomposable structure,

Fig. 2. Proposed multiscale AOG model. (a) AOG’s graph structure. (b)
Templates with multiple types of appearances for the terminal nodes.

where e denotes its layer index in all AND nodes, and f represents its
sequential index in that layer. An OR node Oi

q represents a vehicle
or a vehicle part with an alternative structure, where q denotes the
layer index in all OR nodes, and i represents the sequential index in
that layer. Oj

q means another OR node. A terminal node tu represents
a vehicle or vehicle part directly detected from the image, where
u represents the sequential index of tu. As shown in Fig. 2(a), an
AOG containing both a low-scale vehicle and a high-scale vehicle
is constructed. In our AOG, the AND node A1

1, OR node O1
1 , and

OR node O2
1 represent the vehicle object, low-scale vehicle object,

and high-scale vehicle object, respectively. The term O1
1 denotes a

link to terminal node t1, and t1 achieves direct detection of a low-
scale vehicle based on global features from traffic images. The term
O2

1 denotes a link to A1
2, and A1

2 is decomposed into O1
2 and O2

2 ,
representing the vehicle window and license plate, respectively. The
terms O1

2 and O2
2 denotes links to terminal node t2 and t3, respectively,

where t2 and t3 are applied to detect the vehicle window and license
plate from real traffic images. In summary, the graph structure of
our AOG illustrates an ability to represent multiscale vehicles. The
AOG’s probability model for assisting vehicle detection is described
sequentially.

Based on the constructed multiscale AOG, vehicle detection can be
accomplished by using the following probability model:

p(V |I) ≈
∏

〈Oi
q ,O

j
q〉⊂EV

O

p
(
Oi

q, O
j
q

) ∏

tu⊂tV

p(I|tu) (1)

where V = {AV , OV , tV , EV } is a vehicle instance detected from a
traffic image I , and AV , OV , tV , and EV are instance sets of the
AND node, OR node, terminal node, and edge in V , respectively. The
term EV

O is an instance set of the edges between the OR nodes in EV ,
p(V |I) denotes the posterior probability of vehicle instance V , and
p(Oi

q, O
j
q) denotes the probability of integrating the instances of Oi

q

and Oj
q during the vehicle detection process. For a detailed explanation



2286 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 16, NO. 4, AUGUST 2015

of (1), interested readers can refer to [17]. In this paper, instances of Oi
q

and Oj
q are combined by using their relative location and scale. Here,

the probability distributions of their relative location and scale are
assumed to be Gaussian distributions. Therefore, the term p(Oi

q, O
j
q)

contains two Gaussian probability distributions.
In this paper, we utilize hybrid image templates [14] to mathemati-

cally model tu. In (1), p(I|tu) is the matching probability between the
template of tu and a local image region in I . A general hybrid image
template consists of multiple sketch patches, texture patches, flatness
patches, and color patches, which describe edge, texture, flatness,
and color appearances of an object (or object part), respectively. In
our paper, the template of t1 comprises multiple sketch patches and
flatness patches, which describe the contour and flatness region of a
low-scale vehicle object, respectively. The template of t2 consists of
multiple sketch patches, flatness patches, and texture patches modeling
the shape, flatness, and texture appearance of the high-scale vehicle
window, respectively. The template of t3 contains multiple sketch
patches, color patches, and texture patches describing the shape, color,
and texture appearance of the high-scale license plate, respectively. In
addition, in this paper, the mathematical representation of the sketch
patch is a Gabor wavelet element with an orientation x ∗ π/16 (x = 0,
or 1, . . ., or 15). The mathematical representation of a texture patch is a
gradient histogram of the Gabor filter responses in 16 orientations. The
mathematical representation of a flatness patch is a sum of the Gabor
filter responses in 16 orientations. The mathematical representation of
a color patch is a color histogram in the hue–saturation–value color
space.

The graph structure and probability model constitute our multiscale
AOG model. In the following subsection, we will introduce an infer-
ence process for vehicle detection based on our proposed multiscale
AOG model.

B. Training Process for Learning Parameters

The training process includes the following two steps: 1) preparing
training images and 2) learning parameters. In step 1, training images
are first collected from real traffic conditions, and these images include
60 examples with various vehicle–camera distances. Fig. 3 shows part
of the training images. Then, all nodes of our AOG are annotated in
training images. Based on these annotated images, AOG’s parameters
are learned in step 2, and these parameters include p(Oi

q, O
j
q) in (1)

and model parameters for terminal nodes {tu}. The term p(Oi
q, O

j
q)

contains two Gaussian probability distributions of the relative location
and scale between Oi

q and Oj
q , and the parameters in these distributions

are learned from the training images by using maximum likelihood
estimation. Model parameters for {tu} include p(I|tu) and patches
for {tu}, and they are learned from the training images by using the
information projection principle [14]. Fig. 2(b)shows trained patches
for {tu}. During the learning process, p(I|tu) is computed as follows:

p(I|tu) = q(I)

Ku∏

w=1

eλuwr(Iuw)

zuw
(2)

where q(I) is a reference distribution, Ku is the number of patches in
tu, λuw is a coefficient of the wth patch in tu, zuw is a normalization
constant, and r is a distance function measuring the similarity between
the image region Iuw and the wth patch. For the detailed definition
of p(I|tu), interested readers can refer to [14]. Therefore, (1) can be
written as follows:

p(V |I) ≈
∏

〈Oi
q ,O

j
q〉⊂EV

O

p
(
Oi

q, O
j
q

) ∏

tu⊂tV

Ku∏

w=1

eλuwr(Iuw)

zuw
(3)

where p(V |I) is used as the vehicle detection score.

Fig. 3. Examples of the training image.

C. Inference Process for Detecting Vehicles

Based on the constructed AOG, a vehicle inference is utilized to
detect vehicles from traffic images. The vehicle inference contains
two sequential steps, i.e., s1 and s2. In the s1 step, both a global-
feature-based detection process (global process) and a local-feature-
based detection process (local process) are carried out, whereas in the
s2 step, the results in the global and local processes are integrated.

The s1 step is shown in Fig. 2, where the blue and green dashed
arrows represent the global and local processes, respectively. The
global process directly uses the template of t1 to filter the traffic image
and detects instances of O1

1 . During the global process, the current
image is scaled, so that the global process is adapted to vehicles with
various scales. Note that a high-scale vehicle is blurred by the scaling
so that it matches with the low-scale template. The local process first
utilizes templates of t2 and t3 to detect the window and license-plate
instances and then combines them by using their relative locations and
scales to detect instances of O2

1 from the current image. During the
local process, we also scale the image to detect multiscale vehicles.
Note that the vehicle window may be still distinguishable when a
vehicle is in low scale, which indicates that the local process can also
detect some low-scale vehicles.

To test the performances of the global and local processes, a total of
60 vehicle images, including 20 high-scale vehicles, 20 medium-scale
vehicles, and 20 low-scale vehicles, were selected. The performances
of the global and local processes are separately evaluated using these
images. It turns out that a vehicle can be correctly detected only when
its bounding box overlaps more than 60% of the region of the ground
truth. Fig. 4 shows some results of the two processes, where a tick
means that the vehicle is correctly detected and a cross indicates that
the result is wrong. In Fig. 4, images at the left of the dashed line show
results of the global process, whereas images at the right of the dashed
line show results of the local process. The first, second, and third rows
show results of low-, medium-, and high-scale vehicles, respectively.
The red, blue, and yellow rectangles denote bounding boxes of the
detected global feature, window, and license plate, respectively. For
clarity, the number of detected vehicles is shown in Fig. 5. Note that,
in Fig. 5, the blue dashed line and red solid line show the number of
detected vehicles in the local and global processes, respectively. The
results show that the global process performs better when a vehicle is
farther away from the camera, which indicates that our global features
are suitable for the low-scale vehicles. In contrast, the local process
has better performance when the vehicle is closer to the camera. Thus,
local features are well suited to high-scale vehicles. Moreover, both
processes have good performances on the medium-scale vehicles, and
their results could complement each other (see the second row in
Fig. 4). Above all, the integration of the two processes can take full
advantage of both local and global features.

In the s1 step, instances of O1
1 and O2

1 in the current step, as well
as their detection scores, are produced. In the s2 step, instances of
O1

1 and O2
1 are combined by using their relative location and scale to

obtain instances of A1
1. In the s2 step, vehicle candidates with both low

and high scales are produced, and their detection scores are calculated
by using (3). Finally, in the vehicle inference, vehicle candidates with
detection scores are extracted, and these scores are compared with a
threshold T . The threshold T is estimated from training images by
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Fig. 4. Performance test for the global and local processes.

Fig. 5. Quantitative results of global and local processes.

using (3). If a score is greater than T , then that vehicle candidate is
seen as a detected vehicle.

III. EXPERIMENTAL RESULTS

In this paper, a validation experiment, a quantitative evaluation, and
a contrasting experiment are conducted to evaluate the performance of
our proposed approach. The following paragraphs describe the three
experiments in detail.

A. Validation of the AOG

In our previous works in [15], a multitemplate method to detect
multiscale vehicles is proposed, which provides a common solution for
the multiscale problem. That method separately uses three templates
to model vehicle objects with low, medium, and high scales. Each
template has multiple types of vehicle appearances, including sketch,
texture, flatness, and color. However, the AOG is not used in [15].
In contrast, our method in this paper utilizes an AOG to represent
multiscale vehicles. As foreshadowed, an AOG is a typical part-based
method, which decomposes vehicle objects into parts for detection.
Therefore, our method is superior to the multitemplate method because
our method is capable of dealing with vehicle occlusion. Another
benefit of AOG is that it has been proven to be an effective framework
for visual knowledge representation and object detection. The AOG is
well suited for detecting vehicles from traffic images. Moreover, the
AOG is highly extensible, which makes our method suitable for real-
world application.

Fig. 6 shows the comparative experiment with and without the AOG,
where (a) is a test image and (b) and (c) represent the detection results
of the multitemplate method and the proposed method, respectively.
The red rectangles indicate the bounding boxes of the detected ve-
hicles. Note that the red ellipse in Fig. 6(a) shows a severe vehicle
occlusion. The multitemplate method models the vehicle by using
the features of the entire vehicle (global features), and thus, it fails

Fig. 6. Results in the validation experiment. (a) Test image. (b) Results of the
multitemplate method without AOG. (c) Results of our method.

Fig. 7. Precision–recall curves of different methods. The red solid line, blue
dashed line, and black dot line show the precision–recall curves of our method,
DPM, and the multitemplate method, respectively.

to handle this occlusion. Compared with the multitemplate method,
our method is able to deal with vehicle occlusion by virtue of the
use of AOG. Moreover, comparative precision–recall curves of the
two methods are shown in Fig. 7, which illustrates that our proposed
method has higher vehicle detection accuracy than the multitemplate
method on the testing set including multiple scales, various vehicle
shapes, and vehicle occlusion. In Fig. 7, a precision–recall curve for a
deformable part model (DPM) is also shown. The DPM is a method
for image object representation and detection, and it performs well
when handling multiscale vehicles and occlusion. These curves show
that our method is better than the DPM when processing multiscale
vehicles. We will introduce a comparative experiment of the DPM and
our method in Section III-C in detail.
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Fig. 8. Part of negative examples used in this paper.

B. Quantitative Evaluation

In order to quantitatively evaluate our proposed method, we investi-
gate our precision–recall curve on a set of test images. The test image
set includes 120 positive examples and 120 negative examples. The
positive examples are collected from real urban traffic images contain-
ing vehicles with various scales. The positive examples also include
vehicles with partial occlusion and various vehicle shapes. The nega-
tive examples are images with nonvehicle objects, and these examples
are collected from the Pattern Analysis, Statistical Modeling and
Computational Learning (PASCAL) Visual Object Classes 2007 data
set (http://pascallin.ecs.soton.ac.uk/challenges/VOC/voc2007/). Fig. 8
shows a part of negative examples. We perform our method on these
test images and record all detection scores and bounding boxes of
the detected vehicle instances. A vehicle is correctly detected only
when its bounding box overlaps more than 60% of the region of the
ground truth. Based on the detection scores and bounding boxes, we
draw a precision–recall curve by thresholding these scores at different
points. Note that the precision and recall are defined as (true posi-
tive)/(true positive + false positive) and (true positive)/(true positive
+ false negative). As shown in Fig. 7, the red solid line represents
the precision–recall curve of our proposed method. Moreover, we
also test a multiscale method based on multiple templates [15], and
its precision–recall curve is shown with a black dot line in Fig. 7.
Comparing the two curves, it is clear that our method is superior to
the multitemplate method.

Several detection results in the quantitative experiment are shown
in Figs. 9 and 10. Fig. 10 indicates detection results of a test image
with occlusion, and the results show that our method can effectively
deal with the vehicle occlusion. Fig. 9(a)–(c) shows three test images
with multiscale vehicles, and Fig. 9(d)–(f) indicates the bounding
boxes of the detected vehicles. Fig. 9(g)–(l) shows the detected patches
in the global and local processes, where a darker patch has the
higher matching score. The gray rectangles, red lines, and gray lines
denote the detected flatness (or color) patches, texture patches, and
sketch patches, respectively. These results show that our method can
effectively deal with the multiscale vehicles. Moreover, the test images
in Fig. 9(a)–(c) contain different weather conditions, including cloudy,
sunny, and rainy weather. It turns out that the vehicle shadow in a sunny
condition and the vehicle reflection in a rainy condition have slight
impact on our method. In addition, the test images in Fig. 9 include
vehicles with different vehicle shapes, such as a car, a sport-utility
vehicle, and a minibus. The results clearly show that our proposed
method can adapt to various vehicle shapes.

C. Contrasting Experiment

In addition to the quantitative evaluation, a contrasting experiment
is also conducted. In the contrasting experiment, our proposed method
is compared with a method based on mixtures of multiscale DPM [18].
The DPM represents vehicle objects by using a coarse root filter plus
a set of higher resolution part filters. Meanwhile, the features similar
to the histogram of oriented gradients (HOG) are used in these filters.
Thus, the DPM integrates visual appearances at multiple scales, and
it detects multiscale vehicles by calculating an image pyramid via
repeated smoothing and subsampling. Fig. 11 shows the comparative
results. Fig. 11(a) is for a test image, and Fig. 11(b) and (d) shows

Fig. 9. Results with multiscale vehicles in the quantitative experiment. (a)–(c)
Test images. (d)–(f) Our detection results. (g)–(l) Detected patches in the global
and local processes.

Fig. 10. Results with vehicle occlusion in the quantitative evaluation. (a) Test
image. (b) Detection results. The red rectangles show boundary boxes of the
detected vehicles. (c) and (d) Detected patches in the global and local processes.

vehicle detection results of the DPM and our proposed method,
respectively. Fig. 11(c) is for detection results of the part filters in
DPM, and Fig. 11(e)–(f) shows the detected patches in our global and
local processes, respectively. As shown in the red ellipse in Fig. 11(a),
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Fig. 11. Results of one comparative experiment. (a) Test image. Vehicle
detection results of (b) the DPM and (d) our method. (c) Detection results
of particle filters in DPM. (e)–(f) Detected patches in the global and local
processes of our proposed method.

there are false and missed detections in the DPM. In contrast, our
method is able to cope with these multiscale vehicles, which benefit
from the application of our multiscale AOG model. Furthermore, the
comparative precision–recall curves of the DPM and our method are
shown in Fig. 7, which also illustrates that our method has higher
vehicle detection accuracy than the DPM on the testing set including
multiple scales, various vehicle shapes, and vehicle occlusion.

IV. CONCLUSION

In this paper, a multiscale model based on an AOG to circumvent
the multiscale problem is proposed. In our multiscale AOG model,
the vehicles are divided into two types, i.e., a high-scale vehicle
with a close vehicle–camera distance and clear vehicle details and
a low-scale vehicle with a long vehicle–camera distance and blurred
vehicle appearances. The high-scale vehicle is represented by local
vehicle features, including the vehicle window and license plate, and
thus, it is modeled by using sketch, texture, flatness, and color. The
low-scale vehicle is represented by global vehicle features, including
vehicle outline and flat regions, and therefore, it is modeled by using
sketch and flatness. The use of global and local features and multiple
appearances makes our model more suitable for describing multiscale
vehicles in complex urban traffic conditions. Moreover, the global
process is integrated with the local process, and a two-step inference
process is developed to detect vehicles based on the proposed AOG
model. Experimental results show that our method can effectively
and efficiently deal with multiscale vehicles, which benefit from the
combination of AOG and the global and local processes. Moreover,

our proposed method can be adapted to different vehicle shapes and
vehicle occlusion.

REFERENCES

[1] F.-Y. Wang, “Parallel control and management for intelligent transporta-
tion systems: Concepts, architectures, applications,” IEEE Trans. Intell.
Transp. Syst., vol. 11, no. 3, pp. 630–638, Sep. 2010.

[2] L. Unzueta et al., “Adaptive multicue background subtraction for robust
vehicle counting and classification,” IEEE Trans. Intell. Transp. Syst.,
vol. 13, no. 2, pp. 527–540, Jun. 2012.

[3] S. Taghvaeeyan and R. Rajamani, “Portable roadside sensors for vehicle
counting, classification, speed measurement,” IEEE Trans. Intell. Transp.
Syst., vol. 15, no. 1, pp. 73–83, Feb. 2014.

[4] N. Buch, S. Velastin, and J. Orwell, “A review of computer vision tech-
niques for the analysis of urban traffic,” IEEE Trans. Intell. Transp. Syst.,
vol. 12, no. 3, pp. 920–939, Sep. 2011.

[5] S. Sivaraman and M. Trivedi, “Looking at vehicles on the road: A sur-
vey of vision-based vehicle detection, tracking, behavior analysis,” IEEE
Trans. Intell. Transp. Syst., vol. 14, no. 4, pp. 1773–1795, Dec. 2013.

[6] R. Wang, L. Zhang, K. Xiao, R. Sun, and L. Cui, “EasiSee: Real-time
vehicle classification and counting via low-cost collaborative sensing,”
IEEE Trans. Intell. Transp. Syst., vol. 15, no. 1, pp. 414–424, Feb. 2014.

[7] B.-F. Lin et al., “Integrating appearance and edge features for sedan
vehicle detection in the blind-spot area,” IEEE Trans. Intell. Transp. Syst.,
vol. 13, no. 2, pp. 737–747, Jun. 2012.

[8] J.-W. Hsieh, L.-C. Chen, and D.-Y. Chen, “Symmetrical SURF and its ap-
plications to vehicle detection and vehicle make and model recognition,”
IEEE Trans. Intell. Transp. Syst., vol. 15, no. 1, pp. 6–20, Feb. 2014.

[9] S. Sivaraman and M. Trivedi, “Integrated lane and vehicle detection, lo-
calization, tracking: A synergistic approach,” IEEE Trans. Intell. Transp.
Syst., vol. 14, no. 2, pp. 906–917, Jun. 2013.

[10] A. Makris, M. Perrollaz, and C. Laugier, “Probabilistic integration of
intensity and depth information for part-based vehicle detection,” IEEE
Trans. Intell. Transp. Syst., vol. 14, no. 4, pp. 1896–1906, Dec. 2013.

[11] X. Mei and H. Ling, “Robust visual tracking and vehicle classification via
sparse representation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 33,
no. 11, pp. 2259–2272, Nov. 2011.

[12] Y. N. Wu, Z. Si, H. Gong, and S.-C. Zhu, “Learning active basis model
for object detection and recognition,” Int. J. Comput. Vis., vol. 90, no. 2,
pp. 198–235, Nov. 2010.

[13] Z. Si, H. Gong, S.-C. Zhu, and Y. N. Wu, “Learning active basis models by
EM-type algorithms,” Stat. Sci., vol. 25, no. 4, pp. 458–475, Nov. 2010.

[14] Z. Si and S.-C. Zhu, “Learning hybrid image templates (HIT) by informa-
tion projection,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 7,
pp. 1354–1367, Jul. 2012.

[15] Y. Li et al., “A multi-scale model integrating multiple features for vehicle
detection,” in Proc. IEEE Int. Conf. Intell. Transp. Syst., 2013, pp. 399–
403.

[16] Z. Si and S.-C. Zhu, “Learning AND-OR templates for object recognition
and detection,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 35, no. 9,
pp. 2189–2205, Sep. 2013.

[17] Y. Li, B. Li, B. Tian, and Q. Yao, “Vehicle detection based on the and-or
graph for congested traffic conditions,” IEEE Trans. Intell. Transp. Syst.,
vol. 14, no. 2, pp. 984–993, Jun. 2013.

[18] P. Felzenszwalb, R. Girshick, D. McAllester, and D. Ramanan, “Object
detection with discriminatively trained part-based models,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 32, no. 9, pp. 1627–1645, Sep. 2010.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


